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Progress: Tree-level parallelization
• “Flat-tree” communication pattern not efficient

5x Speedup!

5

Flat tree Binary tree Mod Binary tree

[M. Jacquelin, LL, N. Wichmann and C. Yang, IPDPS 2016]



PEXSI	MPI	+	X	

•  Target	architecture:	Manycore	CPUs	&	GPUs	
•  Enough	parallelism	within	node	?	
•  Two	different	strategies:	
– Fine	granularity	tasks	to	keep	all	cores	busy	(CPUs)	
– Fork-join	model	with	compute	intensive	phases	
(GPUs)	

– Focus	on	KNL	first	
•  Need	to	overlap	MPI	communicaRons	with	
parallel	intranode	computaRons	
	



Amount	of	parallelism	in	PEXSI	

•  MPI	Messages	are	“aggregated”	
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Amount	of	parallelism	in	PEXSI	
•  MPI	Messages	are	“aggregated”	

•  Fewer	GEMMs	as	matrix	get	denser	ó	Need	to	
break	down	GEMMs	into	smaller	chunks		
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ParallelizaRon	strategy	
•  Use	OpenMP	Task	to	perform	Indirect	
addressing	and	GEMMs	

•  Each	GEMM	is	performed	sequenRally	within	
a	task	

•  One	MPI	message	ó	Many	fine	granularity	
tasks	
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